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Project will use Al to prevent or minimize electric grid failures

September 14, 2017 by Glennda Chui, SLAC National Accelerator Laboratory

A project led by the Department of Energy's SLAC National Accelerator Laboratory will Ad closed by Google
combine artificial intelligence with massive amounts of data and industry experience from a

dozen U.S. partners to identify places where the electric grid is vulnerable to disruption, Report this ad

reinforce those spots in advance and recover faster when failures do occur. Vhv thi o b
vwny this aa ¢ L

Ad closed by Goog|e The eventual goal is an autonomous grid that seamlessly
absorbs routine power fluctuations from clean energy
sources like solar and wind and quickly responds to
disruptive events—from major storms to eclipse-induced

dips in solar power—with minimal intervention from
humans.

Why this ad? >

"This project will be the first of its kind to use artificial
intelligence and machine learning to improve the
resilience of the grid," said Sila Kiliccote, director of
SLAC's Grid Integration, Systems and Mobility lab, my:_== Top bottled water brands contaminated
GISMo, and principal investigator for the project. "While with plastic particles: report © Mar 15,
the approach will be tested on a large scale in California, tipgae| 2018 M1

Vermont and the Midwest, we expect it to have national impact, and all the tools we develop 3 T

will be made available either commercially or as open source code."

Featured Last comments Popular

Stephen Hawking had pinned his
hopes on 'M-theory' to fully explain the
universe—here's what it is © Mar 16,
2018 W 94

Called GRIP, for Grid Resilience and Intelligence Project, the project builds on other efforts to
collect massive amounts of data and use it to fine-tune grid operations, including SLAC's




How Al Could Smarten Up Our
Water System

Photo: Fernando Butcher
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Extreme Vetting Initiative Objectives (cont.)
Performance Objectives of the Overarching Vetting Contract:

1. Centralizes screening and vetting processes to mitigate case backlog and provide
law enforcement and field agents with timely, actionable information;

2. Allows ICE to develop richer case files that provide more value-added information to
further investigations or support prosecutions in immigration or federal courts;

3. Allows ICE to perform regular, periodic and/or continuous review and vetting of
nonimmigrants for changes in their risk profile after they enter the United States and;

4. Automates at no loss of data quality or veracity any manually-intensive vetting and
screening processes that inhibit ICE from properly and thoroughly vetting individuals

in a timely fashion.
@ICE



Home > Israel News

Israel Arrests Palestinian
Because Facebook Translated
'Good Morning' to ‘Attack Them'

No Arabic-speaking police officer read the post before arresting the
man, who works at a construction site in a West Bank settlement




Gender analogies in “Word
—mbeddings’

Parallelograms capture semantics: imany paper:

Man:King :: Woman: Queen

He:Brother :: She:Sister

He:Doctor :: She:Nurse

He:WTF :: She:OMG

Based on word2vec trained
He:Realist :: She:Feminist on Google News corpus

He:Computer Programmer :: She:Homemaker

She:Pregnancy:: He:Kidney stone




OBJECTIVE

Wiriting solid software for
meaningful applications that
have a positive impact on the
world.

Java, Python, C++, SQL,

EXPERIENCE

DEVELOPER * MICROSOFT * 2007-2013
Wrote software for cloud platform involving distributed

computing, databases, and logging. W H lT E M A L E

LEADERSHIP
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Graduation




US ADULTS INDEXED

One in two American adults
is in a law enforcement face
recognition network used in
searches

employing algorithms with

The Perpetual Line Up
(Garvie , Bedoya, Frankle 2016)

STEPHEN GAINES
A736258/T:1.23

SARA WILLIAMS
$683529/T:0.57
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PILOT PARLIAMENTS BENCHMARK (PPB
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DEMOGRAPHIC & PHENOTYPIC LABELS

« BINARY GENDER LABELS (M/F)
« FITZPATRICK SKIN TYPE LABELS
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’ brown, medium
blonde, red chestnut, dark E
Hair red, blonde 2 brown, dark dark brown black
ght brown blonde %
orown
blue, grey, brown, blue, grey, : :
yes blue, grey, green e brown brown
3 green, haze green, haze
‘ very pale white, medium brown, ]
Skin A pale white white, light brown e dark brown black
pale white dark brown
=) 2 Rarely burns,
anning burns very burns easily, sometimes burns, hardly ever burn, 2 3 y Never burns,
ans easily anc
Ability casily, never tans rarely tans gradually tans tans very easily tans very dark

quickly darkens
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OVERALL ACCURACY(PPV) ON PPB
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ACCURACY BY GENDER
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ACCURACY BY SKIN TYPE
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INTERSECTIONAL ACCURACY - MSFT
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INTERSECTIONAL ACCURACY - FACE++
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INTERSECTIONAL ACCURACY - IBM
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INTERSECTIONALITY MATTERS




558 F. 2d 480 - Emma Degraffenreid et Al. v. General Motors Assembly Division, St. Louis

Home Federal Reporter, Second Series 558 F.2d.

558 F.2d 480

15 Fair Empl.Prac.Cas. 573, 14 Empl. Prac.
Dec. P 7692
Emma DeGRAFFENREID et al., Appellants,
V.
GENERAL MOTORS ASSEMBLY DIVISION, ST. LOUIS, et al., Appellees.

No. 76-1599.

United States Court of Appeals,
Eighth Circuit.

Submitted March 18, 1977.
Decided July 15, 1977.
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We can’t ignore social & structural problems



| recommend reading The Moral Character of
Cryptographic Work by Philip Rogaway



US ADULTS INDEXED

One in two American adults is
in a law enforcement face
recognition network used in
searches

employing algorithms with

The Perpetual Line Up
(Garvie , Bedoya, Frankle 2016)
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Amazon Pushes Facial Recognition to
Polzce. Crltlcs See Survelllance Risk.
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There are no laws that restrict who can use our APls
& Datasets for what.



It is even possible that some algorithms are
breaking existing laws (e.g. EEOC)



We need standards/Documentation



Other industries have been there



Electronics

Lots of standardization/testing/documentation



Electronics

(V! I Mousen

All v

All Products > Passive Components > Capacitors

n In Stock

> Tantalum Capacitors > Tantalum Capacitors - Polymer SMD >

KEMET T52 7MOOGATE
T520B107M006ATE040 In Stock: 7,998
Mouser #: 80-T520B107M6ATE40 Stock:
KEMET
Mfr. #: T520B107MO06ATE040 On Order:
Mfr.: KEMET -
Factory Lead-Time:
Customer #:
Enter Quantity:
Description: Tantalum Capacitors - Polymer SMD
6.3volts 100uF 20% ESR=40
Available in MultiSIM BLUE Pricing (USD)
8B View Simulation and SPICE Model in K
@ Enlarge i Qt
SIV 2ty
Images are for reference only Datasheet: 5) T5208107MOOSATE040 Datasheet
See Product Specifications 1
More Information: Learn more about KEMET 10
'4 Share T520B107M0O06ATE040
100

|

Order History Log In Register
RoHS

© See an Error?

7,998 Can Ship Immediately

2000

View Delivery Dates

21 Weeks

Minimum: 1 Multiples: 1

r P Ex r
$1.22 $1.22

$0.838 $8.38
$0.644 $64.40




Electronics

Miniature Aluminum Electrolytic Capacitors

XRL Series

Miniature Aluminum Electrolytic Capacitors XRL Series B TYPICAL PERFORMANCE CHARACTERISTICS - 1000uF 16V
W FEATURES 1uF S0V
- Low impedance characteristics < < Lilo Tost Tomperahure
- Case sizes are smaller than conventional general-purpose capacitors, Capacitance Change ve. Temperature
with very high performance E -
- Can size larger than 9mm diameter has safety vents on rubber end seal Capacitance Change vs. Time (at +85°C)
- RoHS Compliant
N — F20 I :
M CHARACTERISTICS ) 2 .10 | |
tem 5
Operating Temperature Range 2 o | [ |
Capacitance Tolerance [ 220% at 120Hz, 20°C & —
Leakage Curent 100V | 1= 0.01CWV or 3uA whichever is greater after 2 minutes of applied rated DC working voltage at 20°C 2 10 s — .
Where: C = rated capacitance in 4F; WV = rated DC working vottage & 1
>100V | oWy < 1000 CWV+ 150A; = rated capacitance in uF 20 | I I
CWV = 1000 4F: I= 0.02 CWV + 25uA;  WV-= rated DC working voltage in V 40 20 0 +20 +40 +80 +100
Dissipation Factor Working voliage (WV) 63 [ 10 | 16 | 25 | 35 | 50 | 63 | 100 160 | 250 | 350 | 450 250 500 750 1000 Temperature (C)
(Tan', at 20°C 1202) Tan s 023 | 020 | 0.16 | 0.14 | 0.12 | 0.10 | 0.09 | 0.08 | 0.12 | 0.17 | 020 | 025 Time (Hours) Dissipation Factor vs. Temperature
For capacitors whoss capacitance exceeds 1.000F, the speciication of tan & s increased by 0.02 for every addi-
tion of 1,0004F
Surge Vottage Working voliage (WV) 63 [ 10 [ 16 | 25 | 35 | 50 | 63 | 100 | 160 | 250 | 350 | 450 s = :
Surge voltage (SV) 18 [ 13120 132144163 |79 | 1251200 300400 500 Dissipation Factor vs. Time (at +85°C) =
Low Temperature Working voltage (WV) 63 | 10 | 16 | 25 | 35 | 50 | 63 | 100 | 160 | 250 | 350 | 450 " = I T
Craracterstics Z25Cyz+20C)0D<t6_| 6 | 4 | 3 | 5 | 2 | 2 |2 |23 |6 | 12]1 £ E
(imp. ratio ol 00216 | & | 6 | 4 | 4 | 5| 5| 5| 5|58 |12 8 oa 5
2407012200 0D<16_| 10 | & | 6 | 6 | 4 | 3 | 3 | 5 | 4 | 10| 16 |20 = £ 10
D26 | 18 | 16 | 12 | 10 | & | & | 6 | 6 | 4 | 10| 16 | 20 § o3 === :
Load Test When retumed to +20°C aftr 2,000 hours application of working voliags at +85°C, the capacitor wll mest the folow- 5 g
iing limits: Capacitance change is < +20% of initial value; tan 3 is < 200% of specified value; leakage current is 3 2
within specified value © a
‘Shelf Life Test When retumed 1o +20°C after 1,000 hours at +85°C with no voltz tage acahed the capacitor will meet the Q”chmc im- -E,
is: Gapactance change s 20% of il valie 1an 315 < specifed value: leakage current s wit E 001 | || |
Specified v z : :
250 500 750 1000
B PART NUMBERING SYSTEM Time (Hours) %0 20 o +40 160 +80 +100
] Tev‘pe’au'e )
(1][ello]-[x][mI[c] [1][e][v] [4] - [r][e] impsdance s Frequency
Prefix Series Voltage Capacitance (uF) Suffix
Actual Value Actual Value ~ RoHS Compliant Leekage Current va. Time (at +85°C)
25 1 | |
M RIPPLE CURRENT AND FREQUENCY MULTIPLIERS z 20 z
Frequency (H2) 3 I I T g
ance ¢ S 15| g
| Copsctanceyd) | 5060 T 7% T 500 I K T 210K -] I 3
<i0o 070 0 1.30 T.40 1.50 = g
700~ 1000 075 10 120 130 E3 s
1000 0.0 10 110 12 115
250 500 750 1000
B RIPPLE CURRENT AND TEMPERATURE MULTIPLIERS “Time (Hours)
caturs O o
Temperature (-C) ) 7 & Frequenty (H2)
Multiplier 178 T4 10

o> (\,( o>

XICON PASSIVE COMPONENTS - (800) 628-0544

XOSGOE 10 chage wtut ot No ety o waraey ek b i frmaton, Ememarslcong v AR BRSEE BT xc-e00178 Date Revised: 1807
pocifications are subject to change without notics. No llabilty or warranty impied by this informatir ronmental compiiance based on produce: '“" e ‘Specifications are subject to change without notice. No liability or warranty implied by this information. Environmental compiiance based on producer documen

XICON PASSIVE COMPONENTS - (800) 628-0544




Datasheets

We need datasheets for APIs, pretrained models
and datasets



Datasheets

Need to have information regarding standard
operating characteristics, recommended usage,
how the dataset was gathered etc..



Datasheets

E.g. we do not expect Face API to accurately
identify the gender of young children.



Datasheets for Datasets

Are there disclaimers in case someone uses this API
for something it was not intended for?

E.g. in electronics, disclaimers for use of

components in high stakes scenarios like nuclear
power plants, life support...



Datasheets for Datasets

What are some of the characteristics of the data it
was trained on?



Datasheets for Datasets

E.g. distribution of age, skin types, geography,
gender



A Database for Studying Face ition in U

Labeled Faces in the Wild

Motivation for Dataset Creation
Why was the dataset created? (e.g., was there a specific task in mind?
was there a specific gap that needed to be filled?)
Labeled Faces in the Wild was created to provide images that
can be used to study face recognition in the unconstrained setting
where image istics (such as pose, illumination, resolu-
tion, focus), subject demographic makeup (such as age, gender,
race) or appearance (such as hairstyle, makeup, clothing) cannot
be controlled. The dataset was created for the specific task of pair
matching: given a pair of images each containing a face, deter-
mine whether or not the images are of the same person.

‘What (other) tasks could the dataset be used for?

The LEW dataset can be used for the face identification problem.
Some researchers have developed protocols to use the images in
the LFW dataset for face identification.”

Has the dataset been used for any tasks already? If so, where are the
results so others can compare (e.g., links to published papers)?

Papers using this dataset and the specified evaluation protocol are
listed in httpz//vis-www.cs.umass.edu/lfw/results.html

‘Who funded the creation of the dataset?
The building of the LFW database was supported by a United
States National Science Foundation CAREER Award.

Dataset Composition

What are the instances? (that is, examples; e.g., documents, images,
people, countries) Are there multiple types of instances? (e.g., movies,
users, ratings; people, interactions between them; nodes, edges)

Each instance is a pair of images labeled with the name of the
person in the image. Some images contain more than one face.
The labeled face is the one containing the central pixel of the
image—other faces should be ignored as “background”.

Are relationships between instances made explicit in the data (e.g
social network links, user/movie ratings, etc.)?

There are no known relationships between instances except for
the fact that they are all individuals who appeared in news sources
on line, and some individuals appear in multiple pairs.

How many instances are there? (of each type, if appropriate)?
The dataset consists of 13,233 face images in total of 5749 unique
individuals. 1680 of these subjects have two or more images and
4069 have single ones.

1 All information in this datasheet is taken from one of five sources. Any errors
that were introduced from these sources are our fault.

Original paper: http://www.cs.cornell.edu/people/pabo/
ovie-review-datal;  LFW  survey: hitp://vis-www.Cs.umass.
edu/ltw/fw.pdf,  Paper measuring LFW _demographic ~characteris-

ties msu.
L

Jain_
MSUTechReport2014.pdf;
LFW website: http:/vis-www.cs.umass.edu/lfw/.

2Unconstrained face recognition:  Identifying a person of interest
from a media collection: http:/biometrics.cse.msu.edu/Publications/
Face/Best L TechReport.-

MSU-CSE-14-1.pdf

What data does each instance consist of? “Raw” data (e.g.. unpro-
cessed text or images)? Features/attributes? Is there a labeltarget asso-
ciated with instances? If the instances related to people, are subpopula-
tions identified (e.g., by age, gender, etc.) and what is their distribution?
Each instance contains a pair of images that are 250 by 250 pix-
els in JPEG 2.0 format. Each image is accompanied by a label
indicating the name of the person in the image. While subpopu-
lation data was not available at the initial release of the dataset, a
subsequent paper” reports the distribution of images by age, race
and gender. Table 2 lists these results.

Is everything included or does the data rely on external resources?
(e.g.. websites, tweets, datasets) If external resources, a) are there guar-
antees that they will exist, and remain constant, over time; b) is there an
official archival version; c) are there access restrictions or fees?
Everything is included in the dataset.

Are there recommended data splits and evaluation measures? (e.g
training, development, testing; accuracy or AUC)

The dataset comes with specified train/test splits such that none
of the people in the training split are in the test split and vice
versa. The data is split into two views, View 1 and View 2. View
1 consists of a training subset (pairsDevTrain.txt) with 1100 pairs
of matched and 1100 pairs of mismatched images, and a test sub-
set (pairsDevTest.txt) with 500 pairs of matched and mismatched
images. Practitioners can train an algorithm on the training set
and test on the test set, repeating as often as necessary. Final
performance results should be reported on View 2 which consists
of 10 subsets of the dataset. View 2 should only be used to test
the performance of the final model. We recommend reporting
performance on View 2 by using leave-one-out cross validation,
performing 10 That is, in each 9 sub-
sets should be used as a training set and the 10" subset should be
used for testing. At a minimum, we recommend reporting the es-
timated mean accuracy, /2 and the standard error of the mean:
S for View 2.

fiis given by:

D =y
=10 ®

where p; is the percentage of correct classifications on View 2
using subset i for testing. S is given as:

Sg = @

&
vio

‘Where & is the estimate of the standard deviation, given by:

3

The multiple-view approach is used instead of a traditional
train/validation/test split in order to maximize the amount of data
available for training and testing.

Datasheets for Datasets

A Database for ing Face ition in U, i E

Labeled Faces in the Wild

Training Paradigms: There are two training paradigms that
can be used with our dataset. Practitioners should specify the
training paradigm they used while reporting results.

. Image-Restricted Training This setting prevents the exper-
imenter from using the name associated with each image
during training and testing. That is, the only available infor-
mation is whether or not a pair of images consist of the same
person, not who that person is. This means that there would
be no simple way of knowing if there are multiple pairs of
images in the train/test set that belong to the same person.
Such inferences, however, might be made by comparing im-
age similarity/equivalence (rather than comparing names).
Thus, to form training pairs of matched and mismatched im-
ages for the same person, one can use image equivalence to
add images that consist of the same person.

The files pairsDevTrain.txt and pairsDevTest.txt support
image-restricted uses of train/test data. The file pairs.txt in
View 2 supports the image-restricted use of training data.

Unrestricted Training In this setting, one can use the names
associated with images to form pairs of matched and mis-
matched images for the same person. The file people.txt in
View 2 of the dataset contains subsets of of people along
with images for each subset. To use this paradigm, matched
and mismatched pairs of images should be formed from im-
ages in the same subset. In View 1, the files peopleDev-
Train.txt and peopleDevTest.txt can be used to create ar-
bitrary pairs of matched/mismatched images for each per-
son. The unrestricted paradigm should only be used to cre-
ate training data and not for performance reporting. The test
data, which is detailed in the file pairs.txt, should be used
to report performance. We recommend that experimenters
first use the image-restricted paradigm and move to the un-
restricted paradigm if they believe that their algorithm’s per-
formance would significantly improve with more training
data. While reporting performance, it should be made clear
which of these two training paradigms were used for partic-
ular test result.

What experiments were initially run on this dataset? Have a summary
of those resuts.

The dataset was originally released without reported experimental
results but many experiments have been run on it since then.

Any other comments?
Table 1 summarizes some dataset statistics and Figure 1 shows
examples of images. Most images in the dataset are color, a few
are black and white.

Property Value
Database Release Year 2007
Number of Unique Subjects 5649
Number of total images 13233
Number of individuals with 2 or more images 1680
Number of individuals with single images 4069
Image Size 250 by 250 pixels
Image format

Average number of images per person 230

Table 1. A summary of dataset statistics extracted from the original pa-
per: Gary B. Huang, Manu Ramesh, Tamara Berg, and Erik Learned-
Miller. Labeled Faces in the Wild: A Database for Studying Face Recog-
nition in Unconstrained Environmenss. University of Massachusetts,
Amberst, Technical Report 07-49, October, 2007.

Demographic Characteristic

Percentage of female subjects
Percentage of male subjects

Percentage of White subjects

Percentage of Black subjects

Percentage of Asian subjects

Percentage of people between 0-20 years old
Percentage of people between 21-40 years old
Percentage of people between 41-60 years old
Percentage of people over 61 years old

Table 2. Demographic characteristics of the LFW dataset as measured by
Han, Hu, and Anil K. Jain. Age, gender and race estimation from uncon-
strained face images. Dept. Comput. Sci. Eng., Michigan State Univ.,
East Lansing, MI, USA, MSU Tech. Rep.(MSU-CSE-14-5) (2014).

Data Collection Process
How was the data collected? (e.g.. hardware apparatus/sensor, manual
human curation, software program, software interface/API)
The raw images for this dataset were obtained from the Faces in
the Wild database collected by Tamara Berg at Berkeley*. The
images in this database were gathered from news articles on the
web using software to crawl news articles.

Who was involved in the data collection process? (e.g.. students,
crowdworkers) and how were they compensated (e.g., how much were
crowdworkers paid)?

Unknown

Over what time-frame was the data collected? Does the collection time-
frame match the creation time-frame of the instances'
Unknown




Why was the dataset created? (e.g., was there a specific task in mind?
was there a specific gap that needed to be filled?)

Labeled Faces in the Wild was created to provide images that
can be used to study face recognition in the unconstrained setting
where image characteristics (such as pose, illumination, resolu-
tion, focus), subject demographic makeup (such as age, gender,
race) or appearance (such as hairstyle, makeup, clothing) cannot
be controlled. The dataset was created for the specific task of pair
matching: given a pair of images each containing a face, deter-
mine whether or not the images are of the same person. !

What (other) tasks could the dataset be used for?

The LFW dataset can be used for the face identification problem.
Some researchers have developed protocols to use the images in
the LFW dataset for face identification.

Has the dataset been used for any tasks already? If so, where are the
results so others can compare (e.g., links to published papers)?

Papers using this dataset and the specified evaluation protocol are
listed in http://vis-www.cs.umass.edu/Ifw/results.html

Who funded the creation of the dataset?
The building of the LFW database was supported by a United
States National Science Foundation CAREER Award.

Datasheets for Datasets

| Motivation for Dataset Creation |

What data does each instance consist of? “Raw” data (e.g., unpro-
cessed text or images)? Features/attributes? Is there a label/target asso-
ciated with instances? If the instances related to people, are subpopula-
tions identified (e.g., by age, gender, etc.) and what is their distribution?

Each instance contains a pair of images that are 250 by 250 pix-
els in JPEG 2.0 format. Each image is accompanied by a label
indicating the name of the person in the image. While subpopu-
lation data was not available at the initial release of the dataset, a
subsequent paper’ reports the distribution of images by age, race
and gender. Table 2 lists these results.

Is everything included or does the data rely on external resources?
(e.g., websites, tweets, datasets) If external resources, a) are there guar-
antees that they will exist, and remain constant, over time; b) is there an
official archival version; c) are there access restrictions or fees?

Everything is included in the dataset.

Are there recommended data splits and evaluation measures? (e.g.,
training, development, testing; accuracy or AUC)

The dataset comes with specified train/test splits such that none
of the people in the training split are in the test split and vice
versa. The data is split into two views, View 1 and View 2. View
1 consists of a training subset (pairsDevTrain.txt) with 1100 pairs
of matched and 1100 pairs of mismatched images, and a test sub-
set (pairsDevTest.txt) with 500 pairs of matched and mismatched
images. Practitioners can train an algorithm on the training set
and test on the test set, repeating as often as necessary. Final




Datasheets for Datasets

| Dataset Composition |

What are the instances? (that is, examples; e.g., documents, images,
people, countries) Are there multiple types of instances? (e.g., movies,
users, ratings; people, interactions between them; nodes, edges)

Each instance is a pair of images labeled with the name of the
person in the image. Some images contain more than one face.
The labeled face is the one containing the central pixel of the
image—other faces should be ignored as “background”.

Are relationships between instances made explicit in the data (e.g.,
social network links, user/movie ratings, etc.)?

There are no known relationships between instances except for
the fact that they are all individuals who appeared in news sources
on line, and some individuals appear in multiple pairs.

How many instances are there? (of each type, if appropriate)?

The dataset consists of 13,233 face images in total of 5749 unique
individuals. 1680 of these subjects have two or more images and
4069 have single ones.

Data Collection Process
How was the data collected? (e.g., hardware apparatus/sensor, manual
human curation, software program, software interface/API)
The raw images for this dataset were obtained from the Faces in
the Wild database collected by Tamara Berg at Berkeley*. The
images in this database were gathered from news articles on the
web using software to crawl news articles.

Who was involved in the data collection process? (e.g., students,
crowdworkers) and how were they compensated (e.g., how much were
crowdworkers paid)?

Unknown

Over what time-frame was the data collected? Does the collection time-
frame match the creation time-frame of the instances?

Unknown




Datasheets for Datasets

If the dataset is a sample, then what is the population? What was the
sampling strategy (e.g., deterministic, probabilistic with specific sampling
probabilities)? |Is the sample representative of the larger set (e.g., geo-
graphic coverage)? If not, why not (e.g., to cover a more diverse range of
instances)? How does this affect possible uses?

The original Faces in the Wild dataset is a sample of pictures of
people appearing in the news on the web. Labeled Faces in the
Wild is thus also a sample of images of people found on the news
on line. While the intention of the dataset is to have a wide range
of demographic (e.g. age, race, ethnicity) and image (e.g. pose,
illumination, lighting) characteristics, there are many groups that
have few instances (e.g. only 1.57% of the dataset consists of
individuals under 20 years old).

Is there information missing from the dataset and why? (this does
not include intentionally dropped instances; it might include, e.g., redacted
text, withheld documents) Is this data missing because it was unavailable?

Unknown

Data Preprocessing
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Legal & Ethical Considerations

If the dataset relates to people (e.g., their attributes) or was gener-
ated by people, were they informed about the data collection? (e.g.,
datasets that collect writing, photos, interactions, transactions, etc.)

No. The data was crawled from public web sources, and the in-
dividuals appeared in news stories. But there was no explicit in-
forming of these individuals that their images were being assem-
bled into a dataset.

If it relates to people, were they told what the dataset would be used
for and did they consent? If so, how? Were they provided with any
mechanism to revoke their consent in the future or for certain uses?

No (see first question).

If it relates to people, could this dataset expose people to harm or le-
gal action? (e.g., financial social or otherwise) What was done to mitigate
or reduce the potential for harm?

There is minimal risk for harm: the data was already public.

If it relates to people, does it unfairly advantage or disadvantage a
particular social group? In what ways? How was this mitigated?

TTnknawn



Challenges

What are the questions that can be answered?

E.g. Companies may not want to disclose the exact
size of their training data because of competition



Challenges

How can we incentivize the entire field to move in
this direction?



Home > Israel News

Israel Arrests Palestinian
Because Facebook Translated
'Good Morning' to ‘Attack Them'

No Arabic-speaking police officer read the post before arresting the
man, who works at a construction site in a West Bank settlement
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She is one of the leading innovators in the "artificial
intelligence” field. He is a Research Scientist in Australia, now

living in California.

It is one of the foundations for the creation of the BlackimlIA, a
state-of-the-art building that is dedicated to increasing the
participation of black women. She is also known for her research of
the authorship of inventions and the question of technology and

human rights. Here is my interview with Habib.






Automobile

No stop signs, drivers licenses drunk driving laws,
seatbelts etc.

* Lots of accidents

« Crash tests done on male dummies

« Studies show that accidents disproportionately

affected women



Automobile

Court opinion and news paper editorials on whether
it was evil




Used to be illegal

* lllegal experimentation on vulnerable populations

« Women were not required to be part of clinical
trials until recently

» Study shows that 8-10 drugs that were pulled from

circulation between 1997-2001 disproportionately

affected women



Key Lessons

It took many years for standards to be placed and
we are still suffering consequences from bias in
automobile design and clinical trials




Cancer Scientists Have Ignored African DNA in
the Search for Cures

BY JESSICA WAPNER ON 7/18/18 AT 9:01 AM
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Key Lessons

We should learn from other industries while
thinking about standardization/documentation




Key Lessons

Work on fairness accountability and transparency
does not just involve intellectual interesting
mathematical formulations. If you do not do
anything in practice to ease the burden on the
*subjects* of your research, consider reading about
the term *helicopter science*



Questions?




